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in Table 6.8.8 The key thing to note here is that the coefficients you see in a table of statistical 
results essentially describe slope relationships—each coefficient describes the slope of the 
relationship between some independent variable X and the dependent variable Y. So the next 
time you see a table of statistical results, look at the sign of the coefficients (positive, negative, 
or zero) and think slope relationships.

In parentheses beneath the coefficient (and the constant) is something called the stan-
dard error. The standard error is essentially a measure of uncertainty. The sloping line in 
Figure 6.10 is the line that best fits our data, but it’s only an estimate of the relationship that 
exists between X and Y more generally. The standard error gives us a sense of how certain 
we are that the “best-fit” line we find in our data reflects the more general relationship. The 
smaller the standard error relative to the size of the coefficient, the less likely it is that a rela-
tionship that exists in our data does not exist more generally. We will return to the role of the 
standard error shortly.

We’ve clearly identified a pattern in our data. There appears to be a positive relationship 
between X and Y. But how confident are we that we’ve identified a real relationship that is 
not driven by the peculiarities of our data? Our data are “noisy” and perhaps the pattern we 
have observed has arisen by chance. Perhaps there is no relationship between X and Y out-
side of our data set. This is where statistical significance 
tests come in. Whenever we’ve identified a pattern in our 
data like the one in Figure 6.10, it is incumbent on us to 
conduct a significance test to see how likely it is that 
we’ve identified a real relationship.9

If you take a statistics class, you’ll find out that there are many, many different types of 
significance tests. However, they all have the same basic structure.10

  8. For those who are interested, the statistical results shown in Table 6.8 come from an ordinary least squares regression 
model where we regress Y on X.
  9. The discussion that follows adopts a frequentist understanding of traditional null-hypothesis significance tests.
10. The following discussion draws on a blog post by Stephen Heard (2015), “Why do we make statistics so hard for our 
students?”

Independent Variables Model 1

X 1.05***
(0.06)

Constant –0.05
(0.10)

Number of Observations 100

Table 6.8
A Table of Statistical Results Capturing the Pattern 
Shown in Figure 6.10

***p < 0.01

Coefficient, m

Constant, b 

A significance test is used to see how likely it is 
that we’ve identified a real relationship or pattern in 
our data.


